
Govt. College of Engineering, 
Kannur Email: tajitha98@gmail.com 

Keywords—Traffic flow modeling; Intelligent Transportation 
Sysems; traffic density; model based estimation; Kalman filter. 

I. 

 

International Journal of Scientific & Engineering Research, Volume 5, Issue 7, July-2014 
ISSN 2229-5518 583

IJSER © 2015 
http://www.ijser.org

IJSER



II. MODEL FORMULATION

The lumped parameter approach was followed in 
formulating the governing equations of the variables for 
characterizing the traffic system. A brief introduction on the 
lumped parameter approach and details on formulation of the 
governing equations of the proposed model, based on the 
lumped parameter approach are given in the following 
sections. 

A.  The Lumped Parameter Approach 

16]. 

When the lumped parameter approach is applied to 
roadways, within a small section of roadway, the spatial 

variation of traffic variables (such as density, speed, etc.) is 
neglected and it is assumed that the variables depend only on 
time. A reasonable section length for this assumption to hold 
good may be around 1-1.5 km, which is the usual spacing 
between automated data collection sensors. The section length 
(L) in this study was also selected in this range. To apply this 
procedure to longer roadways, the section can be divided into 
sub-sections of lengths in this range. 

B. Governing Equations 

Consider a typical road segment as shown in Figure 1. The 
number of vehicles inside the section per unit length (density, 
) which is a spatial parameter difficult to measure from field,

and the flow rate at which the vehicles are exiting from the 
section (qex) were considered as the macroscopic state 
variables to describe the state of traffic inside this section. 

 

Figure 1 Schematic diagram of a typical road section 

The governing equation for density was formulated based 
on the conservation of vehicles inside the section (Figure 1) as 
follows.  

Let N(k) denote the number of vehicles inside the section 
at the kth instant of time. Then, the conservation of vehicles 
inside the section for a time step of h can be represented as 

( ),)()()()()1( kqkqkqhkNkN +−+=+  (1)

where, qen(k) is the flow rate at which vehicles are entering 
into the section, qex(k) is the flow rate at which vehicles are 
exiting from the section and qside(k) is the net flow rate at 
which the vehicles are entering into the section from the side 
road in the time interval (k, k+1).   

Dividing Equation 1 by the length of the section (L) results 
in 

 ( ),)()()()()1( kqkqkq
L

h
kk sideexen +−+=+ ρρ  (2) 

where, (k+1) denotes the density inside the section at the 
(k+1)th instant of time. Thus, Equation 2 governs the time 
evolution of traffic density. 

The second governing equation of the model is a dynamic 
flow equation formulated by incorporating the appropriate 
flow-density relationship developed for the specific traffic 
under study. The best fitting two regime steady state flow-
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density relationship derived was incorporated. The dynamic 
equation was obtained with the motive of minimizing the error 
(e) between the flow values estimated using this steady state 
flow-density relation q( ) and the observed flow values qex, 
i.e., e:=q( )- qex. The time evolution of this error was
hypothesized to behave as governed by 

),(. tea
dt

de
−=   (3) 

where, the parameter a is selected to be positive. This equation 
is a linear homogeneous ordinary differential equation (ODE) 
and it is well known that its unique solution is 
e(t) = e(0)exp(−at),  [17], where e(0) is the initial error

(can be either positive or negative), which will converge to 
zero with time. Although, there may be other choices for 
describing the time evolution of the error function, an 
exponentially decaying error function (an exponential function 
is a very commonly used function in many phenomenological 
studies) has been chosen in this study since its performance 
will be comparably good to any alternate choice. This 
approach is applied in other studies involving the dynamical 
systems approach [18, 19]. 

Substituting e = q( )- qex. in Equation 3 and re-arranging

resulted in 

( )ex
ex qqa

dt

dq
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d

d

qd
−−=− )(..

))((
ρ

ρ

ρ

ρ
 (4) 

Discretizing Equation 4 using a time step h resulted in 

( ) ( )
( )ex

exex qqa
h

kqkq

h

kk

d

qd
−−=

−+
−

−+
)(.

)()1()()1(
.

))((
ρ

ρρ

ρ

ρ    

 (5) 

By putting 
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Equation 2, the dynamic equation for flow passing the exit 
section (that is, the equation governing the evolution of qex) 
was obtained as  

( )
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 (6)     

Thus, the complete model was represented by Equations 2 
and 6. These equations are the general model equations 
applicable for any roadway section. Now, the site specific 
flow density relationship q( ) developed empirically (the base 
work of this can be found at [20] and was incorporated in 
Equation (6). A brief description of the developed flow 
density relations (stream model) and the details on 
incorporating these in Equation (6) is provided below. 

A study stretch was identified along an urban arterial in 
Chennai (Figure 2 shows a schematic diagram of the study 
stretch) between two locations A and C based on suitability to 
data collection. The study stretch was a six lane roadway with 
three lanes in one direction. For the present study only one 
direction of traffic was considered. 

Figure 2 Schematic diagram showing the study stretch. 

Data were collected from locations A, B and C using 
videographic technique covering both peak and off-peak 
periods. Video recordings were analyzed in the laboratory to 
extract traffic parameters namely, volume and occupancy of 
different vehicle groups at every one minute intervals. The 
traffic volumes in terms of vehicle counts in every one minute 
were converted into per hour flow values. Density values were 
calculated from occupancy values extracted from videos using 
the relation connecting density and occupancy [21]. Based on 
this data, the best fitting stream model was derived 
empirically. To take into account the lack of lane discipline, 
the roadway was analyzed without considering the lanes, and 
heterogeneity of traffic was incorporated by converting the 
data into standard PCU equivalent values [22]. A two-regime 
stream model (which assumes separate relationships for 
representing the behavior of traffic under free-flow and 
congested regimes) was found to be best fitting and the 
functional forms of the best fitting two-regime flow density 
relations were obtained as 

      (7) 
 

where density  is in PCU/km and flow q is in PCU/hr. 

Incorporating Equation 7 in Equation 6, the governing 
equation for exit flow is obtained as 
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 (9)    
Thus, the complete model was represented by Equations 2, 

8 and 9. In this model, the generic governing equations 
derived using the conservation of vehicles and the hypothesis 
regarding the evolution of the error e, will hold for any road 
segment. However, the specific equations for the evolution of 
error obtained from developed steady state flow-density 
relation (traffic stream model) are site specific. This is due to 
the site specific nature of traffic stream models [23]. Thus, 
though the generic equations are transferable, the site specific 
steam model is transferable only to sections with similar 
characteristics. In other cases, the section specific stream 
model should be known or developed and need to be used in 
the generic governing equations for good performance.  

Next, the estimation scheme development using the 
Kalman filtering technique is detailed. 

III. DESIGN OF MODEL BASED ESTIMATION SCHEME

The model based estimation has been developed by using
the above models and Kalman fitering technique. The Kalman 
filter [24] is a popular tool for recursive estimation of 
variables that characterize a system (these variables are 
usually referred to as ‘state variables’). The Kalman filter is 
used when the governing equations of the system are linear. 
When the governing equations are non-linear, an ‘Extended 
Kalman Filter’ (EKF) [25, 26] is commonly used. Since the 
model equations are non-linear in the present study, extended 
Kalman filter was used as detailed below. 

. The EKF linearizes the governing equations at each time 
step about the estimate obtained from the previous time step. 
Consider a non-linear system whose model is given by 

 xk+1 = f (xk, uk, w1k),  (10) 

 zk = g(xk, v1k),  (11)

where f represents the non-linear function that relates the state 
at time step k to the state at time step k+1. Similarly g is the 
non-linear function that relates the state to the measurement. 
The above equations can be linearized using Taylor’s Series 
expansion to result in 

( )1 1 1ˆ ,k k k k k
+

+ += + − +1x x A x x Ww   (12) 

 ( )1k k k k k= + − + 1z z H x x Vv  (13) 

where, x~  and z~ are the approximate state and measurement 
variables without considering the process disturbance and 
measurement noise as indicated by equations  

 ( )0,,ˆ~
1 kk k

uxfx +

+ =  (14) 

( )0,~~
kk xgz =  (15) 

where A1 is the matrix of the partial derivative of f with 
respect to x, W is the matrix of the partial derivative of f with 
respect to w1, H1 is the matrix of the partial derivative of g 
with respect to x and V is the matrix of the partial derivative 
of g with respect to v1.  

Now the following recursive algorithm is used to obtain 
the estimate of the state variables: 

1. The a priori estimate in the (k+1)th interval of time is
obtained through

( ).,ˆˆ
1 kkk

uxfx +− =
+

2. The a priori error covariance in the (k+1)th interval of time
is obtained through

 
1 .T T

k k
− +

+ = +1 1P A P A WQW  

3. 3.   The Kalman gain Kk+1 is calculated through 
1

1 1 1 1 1 1 .T T T
K k k

−
− −

+ + += +K P H H P H VRV  

4. 4.  Then, the a posteriori state estimate is calculated through 

( )( ).ˆˆˆ 11111
−

+++

−

+

+

+ −+= kkkkk xgzKxx

5. 5.  Finally, the a posteriori error covariance is obtained 
through 

[ ]1 1 1 1.k k k
+ −
+ + += −P I K H P

In the present study the density of vehicles ( ) 
expressed in PCU/km and the rates at which vehicles are 
exiting from the section (qex) in PCU/hr were taken as the 
state variables of interest. The output variable  was taken as 
the measured values of qex. The rates at which vehicles enter 
into the section from upstream and from the side road in 
PCU/hr were provided as inputs to the estimation scheme. 
Here the parameters x, u, z and H1 were obtained as  

,=
exq

ρ
x u =

qen

qside

, ,exq=z ]10[=1H  

       The parameters W and V were assumed as 

 .1,
0

0
== VW

h

h
 

In the free-flow regime the quantity f, the non-linear 
function relating the state x at (k+1)th instant to the kth instant 
and A1, the matrix of partial derivative of f with respect to the 
state x were obtained as  
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In a similar way in congested regime the these papameters 

were obtained as 
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 The traffic variables required for the implementation of the 
proposed scheme include flow through the entry and exit 
points and side roads of the study stretches. All these data 
were collected from selected sections along the study stretch 
as detailed in the following section. 

IV. DATA COLLECTION AND EXTRACTION

Three sections of roadway AB, BC and AC as shown in 
Figure 2 were selected for the implementation and 
corroboration of the model based estimation scheme. The 
main criteria for the selection of the study sections was the 
presence of pedestrian foot-over bridges at the entry and exit 
points which would serve as vantage points for the video data 
collection. The sections AB and BC have lengths of 1km and 
0.738 km. A longer section was also considered between A 
and C having a length of 1.738 km. Video data were collected 

at the entry and exit points of the selected sections of roadway 
and the corresponding data from side road were collected 
manually. Both the cameras were made to record 
simultaneously at the entry and exit points. An aerial picture 
of the study sections at the start of video recording was taken 
to get a measure of the initial number of vehicles inside the 
sections. The details of the data collection namely, the dates of 
data collection, the study stretch chosen and time duration of 
data collection are enumerated in Table 1. 

Table 1 Details of Data Collection 

Section No. Date 
Duration 
(Minutes) 

Peak/Off 
Peak 

AB 

(L=1 
km) 

1 28 July2009 61 Peak 

2 30 June2010 160 Off Peak 

3 
03 December 

2010 
120 Off Peak 

BC 

(L=0.738 
km) 

4 
29 December 

2008 
53 Peak

5 02 January 2009 54 Peak 

6 
12 September 

2009 
56 Peak

7 
03 December 

2010 
117 Off Peak 

AC 

(L=1.738 
km) 

8 
23 September 

2010 
124 Off Peak 

9 
03 December 

2010 
117 Off Peak 

Video data collected at the entry and exit points of the 
selected sections of roadway were analyzed in the laboratory 
to manually extract the required data. The flow data at the 
entry location were extracted for every one-minute interval by 
counting the number of vehicles traveling in all the three 
lanes. The classified counts were obtained and converted to 
PCU per hour flow values using PCU values recommended by 
the Indian Road Congress [22]. Three vehicle classes were 
considered in this study namely, Two wheelers (TWs), Three 
wheelers (ThWs) and Four wheelers (FWs). The average 
traffic composition of different vehicles present in the study 
stretch were observed to be around 51%, 7%, 34%, 6% and 
2% of TWs, ThWs (auto rickshaw), passenger cars, LCVs and 
HCVs (Buses and Trucks) respectively. In this study, a 
weighted average value of PCU was calculated for FWs, 
considering the proportion of different categories of vehicles 
coming under the category of FWs as the weights. The 
variable that is needed for corroboration of the scheme was 
traffic density and was obtained using input-output analysis 
[21]. In the input-output technique, an initial count of the 
number of vehicles existing in the roadway between the entry 
and exit points is made, to which the number of vehicles 
entering the section is continuously added and the number of 
vehicles leaving the section is continuously subtracted to get 
the density inside the section. The initial numbers of vehicles 
present inside the section required for the input output analysis 
were measured from the aerial picture of the section taken at 
the start of the data collection. 

Identify applicable sponsor/s here. If no sponsors, delete 
this text box (sponsors). 
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V. CORROBORATION OF MODEL BASED ESTIMATION 

SCHEME 

The developed model based estimation was implemented 
using the flow data collected from field and by assuming the 
initial values of the state variables. The results obtained were 
corroborated by comparing the estimated values of density 
with that of the actual density values measured from field 
using input output analysis. The performance was quantified 
by calculating the Mean Absolute Percentage Error (MAPE) 
given by  

,100.
)(

)()(1

1

−
=

=

N

k obs

obsest

k

kk

N
MAPE

ρ

ρρ
 (16) 

where est(k) and obs(k) are the estimated and observed or 
measured values of density in the section during the kth 
interval of time respectively and N is the total number of 
observations. The MAPE values for traffic density estimated 
for all days are given in Table 2. The plots of the estimated 
values of densities against the measured/observed values for 
two representative days, one during peak and one during off 
peak traffic are shown in Figures 3 and 4.  

Table 2 MAPE for Density Estimation 

Section No. Day 
Peak/Off 

Peak 

MAPE for 
Density 

(%) 

AB 

(L=1 km) 

1 28 July2009 Peak 24.4 

2 30 June2010 Off Peak 8.5 

3 
03 December 

2010 
Off Peak 11.3 

BC 

(L=0.738 
km) 

4 
29 December 

2008 
Peak 17.5

5 
02 January 

2009 
Peak 17.1

6 
12 September 

2009 
Peak 28.1

7 
03 December 

2010 
Off Peak 20.0 

AC 

(L=1.738 
km) 

8 
23 September 

2010 
Off Peak 14.0 

9 
03 December 

2010 
Off Peak 9.7 
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 peak period on Day 1. 
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Figure 4 Comparison of actual and estimated density during 

off peak period on Day 2. 

From the results shown in Table 2, it can be seen that the 
MAPE values for density estimation is varying from 8.5% to 
28.1%. According to Lewis’ scale of interpretation of 
estimation accuracy [27], any forecast with a MAPE value of 
less than 10 % can be considered highly accurate, 11% -  20% 
is good, 21% - 50% is reasonable and 51% or more is 
inaccurate. According to this table the results are very good 
for two days, good for five days and reasonable for remaining 
two days. These results show that the proposed scheme is 
giving comparable results and will be useful in real time 
estimation of traffic density.  

VI CONCLUSIONS 

This study proposes a macroscopic model based scheme for 
the estimation of traffic density in real time for managing and 
controlling traffic congestion through ITS. The details on the 
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formulation of the flow based model, design and corroboration 
of the estimation scheme using extended Kalman filter are 
discussed. A macroscopic dynamic traffic flow model based 
on the lumped parameter approach is proposed in this study. 
The model was developed based on the conservation of 
vehicles equation and empirically developed traffic stream 
model. Using this model and based on extended Kalman filter, 
the model based estimation scheme was designed. traffic 
density and flow passing the exit section were considered as 
the state variables and flow entering through the main road 
and through the side roads were used as inputs to the scheme. 
The output variable was the flow passing the exit section and 
was used for correcting the a priori estimates given by the 
model equations. Using data collected from the three sections 
along a study stretch, the proposed scheme was implemented 
and corroborated. Heterogeneity was incorporated at an 
aggregate level by expressing the heterogeneous traffic into a 
homogeneous equivalent using standard static Passenger Car 
Units (PCU) suggested by IRC. As the model proposed in the 
present study is macroscopic in nature the aggregate approach 
using PCU values suggested by IRC is considered to be 
sufficient. Other approaches namely use of dynamic PCU 
values and multi-class approaches can form part of future 
research. Considering the stochastic nature of Indian traffic, 
the results are promising. Successful implementation of this 
scheme will be useful in managing traffic congestion through 
real time ITS. 
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